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Integrating the AppleTalk Enterprise

by Ron Evars

Tying your Macintosh users in branch offices to
the company WAN just got easier with
AppleTalk Phase 2. But it's not a snap. The folks
at KIPMG Peat Marwick recently accomplished
the task and have some insight on how you can
get it done quickly and (almost) painlessly.

Analyzing FDDI as a Backbone

by Sreven 1. Qugh, Carol G. Rosaire I, and Harvey |, Roth
Your network backbone can be the busiest seg-
ment on your LAN. Without adequate bandwidth
it can alsa be the biggest network bottleneck. I
you're thinking about solving the problem with
an FDDI backbone, you should develop a testbed
first, or so say our authors, who also explain how
it should be done.

The Origin of the Server Species

by Dovud McGoveron

File servers and database servers are not radically
different from each other, at least in evolution-
ary terms. By keeping that in mind, you can
implement a more efficient client-server archi
tecture for your LAN
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When Can We Get Together!?

by Steven K. Mogidion

Armanging a meeting with collcagues on a net-
work can be as simple as typing a lew keystrokes,
Our reviewer takes a critical look at three calen-
daring programs designed for LANs,

Find Your Messages in the MailBag

by Borboro B. Hume ond Kimberly Maxwell

Mail messages stacking up? Losing track of who
sent what 1o whom? Hunting for that one vital
message vou know you received last month? Per-
haps the latest Network Specialist Preferred award-
winning product can help.
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abase servers
-or vice versa?
T AT N L

David eGoversn

1y

-~ harles Darwin theorized
that diverse biological
species emerge after
eons of trial and error.
The evolution of the server species hap-
pened much more quickly. There are file
servers, database servers, FAX servers,
and others emerging from network
technology’s primordial soup. But sim-
ilar to Darwin, I believe that we must look at all
network servers as a family if network managers
are to install and manage the most effective server
technology on their LANs.
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1 reject the commonly held view that
file servers are radically different from
database servers, Similarly, today’s mar-
keting parlance that reserves the phrase
*client-server” for database servers, or
even restricts its use to LAN implemen-
tations, Is imprecise and confusing (see
sidebar, page 68). Rather, it's important
to focus on the common features of file
servers and database servers and develop
an evolutionary view of servers in gen-
eral and database servers specifically,

Histarically, servers emerged because
certain operating system functions,
such as file services, could be efficiently
placed on a separate platform. The first
database server, for example, evolved
from the simple idea of an intelligent
disk drive at Britton Lee Corp. in 1979,

Both file and database servers
belong to the overall genus, if vou
will, of client-server architecture,
Many of the underlying concepts are

the same, and the concerns they raise
are similar. Thus, the file server user
can perceive a database server as a
functional extension of what he or
she already knows, a natural evolu-
tion in the use of servers.

The classilication of client-server
architecture types has been described
before (see references at the end of this
article). Network managers need to
understand the strengths and weak-
nesses of these different types in order
to best deplay various servers throughe-
oul their LANs.

The Family of LAN

The first area of classification defines
the degree of intelligence a server has
over shared data. It defines the proce-
dures a request must follow. It is loosely
similar to a biological genus and,
accordingly, contains *classes” that |
dub as follows:

= Class 1: file servers
» Class 2: database servers
* Class 3: hybrid servers

Any of these server classes might
accepl cither low-level or high-level
requests. Low-level requests, such as
apening an Ethernet socket in a net-
work file service, can compromise one
of the key benefits of client-server
architectures. In particular, low-level
requests are not as likely to be network,
operating system, or hardware inde-
pendent. If the client application is not
isolated from the details of such
requests (for example, through an inde-
pendent APl), portability along with
both vertical and horizontal scaling of
the application can be degraded,

One way to isolate applications is
through the use of remote procedure
calls (RPCs). With a database server,
RPCs can take the form of stored pro-

Type 3 Chant-servar

Figure 1. Wrth mm;.r types of dhtﬂhuted lppﬂcatfnns posslble, it's Irnpurtant to classify the wﬂuus climt-
scenarios in n:h. Here are ﬁué p-usslhllltle!. S _ R

Type 4 Clienl-server
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cedures or database procedures. These
are packages of 5L statements stored
in the database in compiled form. They
are invoked by name, accept parame-
ters, and return results. Stored proce-
dures are the preferred method of send-
ing requests to a database server,

Classifying Client-Server
Application Types

Before discussing each server class,
it's important to understand how a
client-server architecture can main-
tain data coherence regardless of how
it is distributed on the network. This
second area of classification | call
server types. Server types differenti
ate how server classes can be used by
different kinds of client-server-based
distributed applications.

There are many types of distributed
applications. Five scenarios are noted
in Figure 1. For simplicity and ease of
identification, call them:

s Type (k local server

* Type 1 remote server

= Type 2: multiple remote servers

* Type 1 distributed transaction server
« Type 4: distributed database server

Although | will concentrate on servers
at remote locations, it is important 1o
keep in mind that the server need not
be physically remote for any client-
server application. A type O client-server
application is one in which the client
process and the server process reside on
the same physical computer. In this con-
figuration, the server can still conserve
resources through shared processing to
multiple applications. Communication
is usually managed via a network, but
shared memory can be used. If it is, any
client-server optimization must have no
effect on application logic; it should be
one form of client-server communica-
tions that can be selected at the discre-
tion of the system manager, Network
communications can be used, but usu-
ally at the cost of slightly degraded per-
formance due to the cost of communi-
cations overhead between client and
SETVET PrOCesses,

Toa tvpe O client-server application,
all functions of a connection to a local
data source are available. When mul-
tiple clients or Servers are Tun on a sin-
gle hardware platform, multiple
processors may be used to improve
performance. Nonetheless, tvpe 0
servers do not work with a distributed
processing architecture.

June 1992

A type 1 client-server application can
access data dynamically using remote
request pr:::{uulng O remote transac-
tion processing; hence the serveris a
remote server, More often, processing
in this type of environment {s done by
accessing subsets of the corporate data
that are then stored on the client-server
system. These subsets can be created
by régular manual extracts, The server
can be either a single remote physical
server or a local LAN server,

A person can use a type 1 application
to access corporate data from a single
remote server, but users are normally

restricted to read-only access. The
amount of dynamic access is kept low
because of the potential performance
hit on the remote system. Dynamic
access is minimal, too, because the cor-
porate data is frequently not presented
the way a user wants it. He or she may,
for example, want to see summary
information or consalidated data,
rather than detailed, raw data. This
summary or consolidation would be
created on the client by a manual
extract from the server and then
processed locally. The local data may
become inconsistent if corporate appli-
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cations are simultaneously maintain-
ing the data on the server.

A type 2 client-server application
extends tvpe 1 functions by adding
access to multiple remote locations
through distributed transaction pro-
cessing; hence the server portion has
multiple server processcs. The data
accessed at any one location is usually
independent of the data stored at
another; for this reason, the client is the
point at which distributed transactions
are processed and managed, Because the
remaote locations are not connected by
a network link, neither location can act
as a coordinator in a two-phase commit
pratocol, (A two-phase commit proto-
col establishes the ground rules for each
distribuled transaction. First the coor-
dinator, an independent software mod-
ule, ensures all participants in the trans-
action are ready o commit or roll back,
then it tells them to perform one or the
other.) For this reason, type 2 process-
ing only allows a client transaction 1o
update data at one remote location.
Even though a transaction can update
data only at a single location, it is still
possible for deadlocks to occur, and for
this reason distributed concurrency con-
trols, such as file locking, are required.
As before, data distribution would nor-
mally be handled by manual extracts of
data from remote servers,

A type 3 client-server application
adds a two-phase commit protocol
hetween locations and, therefore, lets
client transactions update data stored
at multiple remote locations. These
extensions permit data stored at one
remaote location to be related to data
stored at another location, thus pro-
viding the first elements of a distrib-
uted database capability, The server is
a distributed transaction server. Unlike
type 2, the server is the point at which
distributed transactions are processed,
although distributed transactions must
still be managed or coordinated at the
client. Companies are moving toward
this type of client-server application,
As this transition takes place, data dis-
tribution by manual extracts will be
replaced by automated snapshots of
the data.

As with type 1 and type 2, a type 3
client-server application can be used
by end users to access remote corpo-
rate data. This tvpe of architecture |s
also ideally suited for engineering and
scientific applications that need to
access and maintain distributed data.
I'he functional and performance
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requirements of this type of applica-
tion are not normally as stringent as
those for corporate applications,
Type 4 client-server applications
involve a server that is a true distrib-
uted database application; hence a file
server will not suffice and so the server
is a distributed database management
system {(DBMS) server. It permits dis-
tributed request processing in which
the server both processes and manages
distributed transactions. Here, the
DBMS server offers both data frag.
mentation and replication, allowing
faster access for read processing. Sig-

One of the key
strengths of client-
server architecture

is the ability
to use workstation
end-user and
development tools.

nificant data modification operations
can lower performance. Distributed
database architecture requiremnents for
this type of application are extended
to include location transparency, global
optimization, distributed integrity con-
trol, and distributed administration.

Strengths and Weaknesses
As with most technologies, there are
strengths and weaknesses to using any
client-server architecture, regardless of
whether the data server is a flle server
or a database server,

The key strengths are:

= the savings in host processing power

= independent scalability of client and
server platforms (including the abil-
ity to combine client and server
software on one platform)

= code modularity through shared ser-
vices (a server provides access to code
that can be shared by multiple appli-
cations)

* the ability to use workstation end-
user and development tools

With the move toward more sophis-
ticated and user-friendly workstation
tools, the last of the four points will
become the dominant reason for using
a client-server architecture.

Improperly used, the client-server
architecture can cause some difficul-
ties. These potential weaknesses are:

* performance overhead
* complex information systermns man-
agement

Distributed or remote processing of
any kind costs more in terms of per-
formance than local processing. Net-
work costs cannot be ignored. Even
though a relational DBMS reduces the
amount of requests and data that must
be sent over the network, the speed of
the network plays a major role in the
transaction response times seen by the
workstation user. Network protocol
software must handle the information
at either end of the communications
link, and use of a network operating
system is not unusual, Network oper-
ating systems use both host and client
computer processing power.

On the host side, the processing
power required by the network operat-
ing svstem (for example, VTAM in an
IBM environment) may or may not be
offset by the processing power saved by
offloading the application processing to
a client workstation._ If network pro-
cessing costs on the workstation are too
great, performance is degraded for appli-
cation processing. On the other hand,
presentation logic for advanced graph-
ical user interfaces (GUIS) can easily con-
sume mainframe resources if worksta-
tions are not used. Clearly, network
processing costs are significant in deter-
mining the performance of cient-server
applications. In evaluating the poten-
tial network load, the number of trans-
actions per second and the volume of
returned data must be taken into
account, along with whether or not
RPCs can be used,

The key to good performance is to
improve the efficiency of the server
request handling and to minimize the
amount of data sent across the net-
work. Server request handling effi-
ciency ¢an be improved by sending
fewer requests of a higher level, and
by tuning the server. The amount of
result data sent across the network
might be reduced in either direction
by arranging for the server to send
only data necded by an application
or sending update data 1o the server
only where necessary,

If requests to the server return more
than one record, a block of result data
can be sent to the client workstation,
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stored in a buffer, and processed with-
out further network interaction, This
technique is referred to as blocking. A
problem arises, however, if the client
application wants to update the
retrieved data. If the server has not
locked the set of result rows, data
integrity is jeopardized because other
applications could have updated the
data since it was retrieved. Possible
techniques for solving this problem
include the following:

¢ o use blocking and to lock the com-
plete request result on the server
until the client issues a comimit

+ to use blocking and to lock each row
on both the client and the scrver as
it is fetched by the client application

* not lo use blocking. and instead to
send the data across the network to
the client, one row at a time, lock-
ing each row as it is fetched by the
client application

* {0 use an optimistic concurrency
control mechanism that checks for
update collisions at commit time

Key issues are then:

netwaork overhead

server request handling efficiency
minimizing the number of requests
minimizing the amount of data sent
over the network

Management Issues

Although DBMSes using client-server
architectures have been on the market
for some time, most DEMS processing
is still done using host-based applica-
tions. The data that these applications
access Is stored in central databases. The
use of mini- and mainframe computers
for this centralized application process-
ing is becoming increasingly more
expensive, especially when compared
with the price/performance of micro-
computer systems. For this reason,
offloading minicomputers and main-
frames to cheaper microcomputers or
waorkstations, called downsizing, is ol
increasing interest. End-user computing,
applications development, and corpo-
rate processing are all candidates for
downsizing. Even if these types of pro-
cessing are moved to a workstation, users
still need to access host data. A client-
server .'ll'l.']'l itecture is one Wway to I'L’SU!‘L"E
the issue of how applications and tools
can get casy acoess to this data. In a cen-
tralized development and operational
environment, all vour programs, data,
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and data definitions are stored in one
place. When you distribute application
development, application processing, or
data, the simplicity afforded by such cen-
tralized storage and control is lost

For example, new problems include:

* management of multiple program
libraries

= management of multiple data defi-
nitions

* server monitoring and performance

tuning

backup and recovery of distributed

data

network management

These problems have an impact on
personnel and operations as well. Sul-
fice it to sav that these areas must be
considered when implementing client-
server applications.

Pros and Cons of File Servers
Whether a file server is distinct from a
database server architecture is not really
relevant, but you can waste a lot of
time listening to the debate on the sub-
ject. | approach the issue with the fol-
lowing question: "What is the per-
ceived benefit of a file server application
that is not a perceived benefit of a data-
base server application?”

The answer consists of four parts

* put-of-the-box network support
using network file services

» Jower-cost “server” hardware required
to go from single-user to multiuser
shared flle systems

* access to dBASE, Paradox, and other
popular data files

» simplicity and familiarity of appli-
cations design and development

These issues are not specific to client-
server technology. They have to do only
with file server methods vs. database
server methods, and then only at the
level of file access methods and access
control (such as lock management)

Figure 2a shows a single-user file
server application. It is divided into
twa parts, the file client or application
piece (FC) and the file server portion
(FS). The file client consists of applica-
tion-specific code and a file server
engine similar to database manage
ment code. These may be cleaniy lay-
ered in the code or may be tightly inte-
grated or coupled.

In a file client/file server product, the
file server portion can be moved off to

with
data

management

— e — =

Fila server

File client
with
data

I'I'III'IIgGI'I'hIHt

another machine with a network inter-
vening, as shown in Figure 2b. In this
configuration, there is no change to
the software as long as shared file access
{or network file services) has been used
from the beginning. For example, in a
DOS environment, DOS file-access calls
are then transparent whether the file
is local or remote. File locking is han-
dled by locking the entire file or by
locking byte ranges. There is no dif-
ferentiation between read locks vs.
write locks at this level, so file sérver
engines may implement a kind of sem-
aphore system that lets them manage
byte-range locks more intelligently.
When multiple users access shared
files, each file server engine is replicated
on the FC {see Figure 3). It detects con-
tention at the file-lock level and
responds by waiting until the resource
is free. There can be no scheduling of
multiple users, mintmal concurrency
control, no cache management, and no
lock manager in the DBMS sense
because there is no single engine to
which all the required information is
available. Unless each data file is locked
for exclusive use and some client-side
indexing technique is used, all data
must be moved across the network
before relational, filtering, sort, or mernge
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3. File server engine (for data r

~ g A T el
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operations can be applied. This situa-
tion forces heavy network traffic,

File servers have minimal intelligence
regarding request optimization, con-
currency and lock management, and
the scheduling of requests. Typically,
each of these traits, especially request

Data management
Lock manager
File services prr

- Falires £ oo

optimization, Is handled as a result of
the cleverness of the file client in antic-
ipating the best way to process the
data. In addition, proper organization
of data in files and possibly even the
storing of redundant data files can help
minimize the amount of data an appli-
cation must pass over the network. In
the first case, only the data needed by
a particular application request is stored
in a single contiguous block, regardless
ol the existence of any related data. In
the second case. redundant storage of
data used by more than one user may
help with concurrency problems,

(M course, these techniques may
introduce integrity and svnchroniza-
tion problems that must be overcome
by more careful application design and
by additional processing, As to the
scheduling of requests by a file server,
this is usually handled in a simple FIFO
mannéer based on the ability of the file
cliem to wait for locked resources.

Database client
. Application code

The Pluses and Minuses
of Database Servers
In the single-user environment, the
client/database server looks similar to
the single-user file server solution (Fig-
ure 4a), However, the internal division
berween database client and database
server places data management func-
tions with the server code rather than
with application code, The database
client consists solely of application-spe-
cific code. Now the server can have a
lock manager, multiuser cache man-
agement, and scheduling. With the
database engine on a separate machine,
the configuration looks like Figure b,
Now network traffic can be reduced.
In a multiuser configuration, such as
that depicted in Figure 5, redundant
data management engine code can be
eliminated. Keep in mind that there
are no particular architectural limita-
tions on the number of servers that a
client can access, either with a data-
base server or with a file server.
Database servers offer some unique
opportunities for improving request
handling. For example, client applica-
tions that communicate with a remote
relational database server often use a
database language such as SQL. The
database server, after processing a SQL
client request, sends back to the client
anly the data that satisfies the request,
This is much more efficlent in terms
of network load than a file server archi-
tecture, where the complete file is often
sent from the server to the client.
The set-level processing aspect of SQL
also aids performance. A client applica-
tion can, with a single S0QL statement,
retrieve or modify a set of database server
records, rather than having to issue sep-

Database server
Data management
Lock manager arar it
File services e e
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arate sequential requests for each desired
record of each of the base tables, as in
older database systems. Client-server SQL
statements work most efficlently when
doing data modificarion since data
results need not be sent over the net-
wirk. However, because 501 can create
a results table that combines, filters, and
transforms data from base tables, con-
siderable savings in data communica-
tion are effected even for data retricval.
Omly the specific rows and columns of
data necded by the application need to
be sent over the network.

_: e -t | L i '_”_,r:..;_'f-,:.,; O -) i i.l'r'\:c L[t

ike many other data processing tech-
Lnn’lugles, client-server computing is
littered with confusing terms, such
as distributed processing, distributed data-
base, and cooperative processing. The
usual comparison between file server and
- client-server {s not proper. Client-server.
Is an architecture. Any system that sepa-
rates application-specific code from ser-
vice code has a client-server in:hiitcti.;_n:
(When | use the term client-server, | mean
the architecture, not a particul ar ptodur.t
or server technology,)
in the most commonly n:mgnjud form
of client-server, the server Is a relational
{!a:abannqlm {a database server); apphi-
cations pesiding on separate hardware and
:-:mnm:d to the server via a LAN malu:
requests thc H;Evtrh "j}rl
this par el |
figuration uﬁm lﬂd.l
server to mean this kind of produ

‘ﬁ-

differences’ between ‘client
non-client-seever Mthtlmsebetmﬂdah
; base client-server and mn-dntihmt tiir_nt-
mﬁrsummnixaﬂie T a3 eas- |
ily as it can be a database gw&,.,_
. Let’s establish some defiy

application, The logical pmce:u can be com-
posed of a single physical process, or of |

tributed processes. In fact, @ server may
depend on other servers of which it requests
services, Ideally, the server has responsibil-
ity for managing all the requests it receives
from other processes, including request-
guene management, bulffer management,
execution of the service, resulis manage-
ment, and notification of service comple-
tion. In general, it does not send results to
the requester until the requesting process

}_El 5_ :

: i,
Sm'cr—-hlsuptuth;esewerrqmﬁn?

With some DBMSes, the number of
SQL statements being sent across the
network by client applications can be
reduced by storing a named group of
related SOL statements and assodated
program logic in the database server as
a stored procedure or stored program.
The stored procedure can then be exe-
cuted by a single request from the client
application with the added advantage
that the stored procedures can be
shared by multiple client applications,
The problem here is that there is no
agreed standard for defining or invok-

tells it m dcr s0. The use of the trfm. SCTVES
in this article should not be confused with
a piece of hardware, a special-purpose
processor dedicated to running server soft-
ware, There are many kinds of servers,
Jincluding network, file, terminal, and data- "

base servers. Adautusemﬁrupoﬂﬂ"

I:-le for processing database requests.

- Cllent — Processes that request services
ﬁum a server are called the clients of the
server. There is no such thing as a client
without a server. A process can only be
called a client i it is a client of some server
= [t Is not a client by virtue of its own
structure. One characteristic thar distin-
guishes a client from its server is that the
client imay initlate a communications
_transaction (as distinct from a database

transaction) with the server but the server r.nj&o:rtlnm of & file, The file. server manages.
{Jim.rtr initiates a communlications trans- _the. hec-
ase ¢ ‘@nwﬂhmmemﬂ‘h!smmnmq {
' ct. !ljﬁ A r“- chide “event notification” wherein the
tunatnly,,this confizes. the téchnical 'imru notifies interested clients of some  — Database client/database server b5 a dlass
‘g?:ﬁ'ér ‘and ‘server.detectable event.) It s the task of ~of cllent-server In which the server manages’

the 'Llienl to initiate communications, -

mql-mﬂ specific services, acknowledge ser-
mpletion nuru!ll:aﬂon.nnd utﬂpt

raum from its sérver, Although the client™ u’:alnes
uest either :rnthronnus orasyn- . datu
Epﬁﬂcatlnﬂ qi‘kﬁiu compln e

age synchronfzation o services and com: Hﬂ;h. it does not
: omice @ request his b ﬂrﬂﬁ;ﬂ!nd mmmun{c&iﬁ :?. ‘In 4
| ated. A 'server as discussed here Is 8 : -server archifecture, many can ¢
process that provides services 10 requesting H}au a single server. In this article, the -
processes. A server can be complicated In “term client should not be confused with
its implementation; however, this com- bardware, such as pmcmumnmnzd o
plexity Is hidden from other pamoltbt Ware servers, :

7 Client-Server Cammuuiuthn —
Communiullum between client and

nmmmmunmmwpeﬂupsdﬂ- - iﬂﬁ'r in a particular installation can -

involve a varlety of mechanisms: LAN,
WAN, or operating system task-to-task

“tommunications services through such

methnds as maiihoxes or shared memory
However, a client-server architecture Is
independent of these methods and the
physical connection between them.
client-server architecture supports trans-
parent reconfiguration or even replacernent of
the client-server commurications inferfuce so

.-.-.....-—--—.,

“tions and then later places the two ele-

_satellite, the architecture should accept the -

“server is a class of cllent-server in which the

 into two ot giore parts, nelther of which Is-
- strictly a server or a client except in satfs-
“fying a specific request. You should be

A _architectures make the job of discussing a.

ing stored procedures (the ANSI SOL
committes is considering such a stan-
dard). Furthermore, not all DBMSes sup-
port stored procedures and those that
do vary in the permitted capabilities,
For example, neither Rdby/ VM5 nor DB2
support them at the present time while
Sybase and Ingres (and more recently,
Informix and Oracle) do.

Even though SOL and stored proce-
dures help reduce network traffic com-
pared with non-relational access
iwhich retrieves entire records from
each file or table), the rows of a results

T E——— e T ———

rhit appllfc.llmm and dalzbau processing

need not be alteredd. In particular, note that
the client and the secver need not be on
physically distinct processors or nodes. If
the designer initially locates a client on:
* the same physical machine as its server
and uses shared memiory for communica-

ments on  geographically separated
machines and connects them through a -

change transparently.
.- Hle Client/Flle Server — File client/file

server manages files. Typiclly, the file client
makes requests to the flle server to open |
and close files, to read and write records of
some file, and to request a lock on a file or

: rf"f‘"p. B
Dltahm ummm Str'l'ﬂ‘.

admtme the server is a particular form of
~DBMS that can manage sessions with mul-
tiple '[Ipl:aﬂr, thtdaubu:dlmt

ry £ - i = ! %
catlon, a:ulmtlpeﬂﬂw processing all refer
“to systems in which the application Is split.

aware of this difference, but explaining the
details are beyond the scope of this article.
The client-server definitions given above
let us analyze a given installation and prod-
wet and distinguish its client-server archi-
tectural features from its peer-to-pevr archi-
tectural features. Nonetheless, mixed

product’s architectural features difficult and
confusing If we are restricted to this sim-
ple understanding and vocabulary.
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Figure 6a, b, and c. The three-part choice for an architecture in a hybrid client-server environment.

table still have to be sent over the net-
work from the dlient to the server. Most
relational applications use a cursor to
fetch data, one row at a time, across
the network. This constant fetching
involves constderable communications
overhead. That overhead can be sig-
niticantly reduced if blocking is used,
but the associated synchronization
problem for updates must be solved

Implementing the Hybrids

The class 3 client-server architecture is
the hybrid group. It doesn’t matter
whether the configuration is built on
file or database servers, You implement
one, the other, or both depending on
your need to share code and data on
the netwark, What is needed for a
hybrid client-server is a three-part
architecture as shown in Figure fa:
applivation-code-only client, database-
management-only server, and a file
server for file access.

Notice that this architecture can
have either a file server or a database
server configuration (Figures 6b and
6c). In addition, it has a configuration
that is both.

The requirements for implementing
the hybrid architecture are fairly
straightiorward.  In  particular, it
reyuires that the Hilc-access routines are
in separate modules and that no other
maodule depends explicitly on file loca-
tons, Second, it reguires that the lock
manager s similarly isolated and that
oo other module depends explicitly on
direct aceess to plivsieal locks, Given
thuse comstramts, i1 s casy 1o modify
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the DO file-access calls to support net-
wirk files, Similarly, the lock manager’s
critical data structures can be separate
from the network file server. This last
requirement should be a configuration
option, since there is an associated per-
formance penalty (file server users do
not seem to object to these added per-
formance costs); it should only be used
in a configuration that requires multi-
user remote file access.

Hvbrids offer a natural migration path
for users, starting with the single-user,
single-machine configuration, then mov-
ing to a multiuser file server, and then
lo a multiuser database client-server. The
middle step could be skipped if a file
server is not a desirable option for a par-
ticular installation. At no time do appli-
cations have to be rewritten; only the
installatlon parameters need be changed.
Access 1o network files is available out
of the box. The cost in going from sin-
gle user to multiuser can be the same as
the traditional file server path.

Finally, it is also possible to add
access to dBASE or other files in one of
three ways. The easiest approach is
import and export, a capability that is
often provided by DBMSes. The second
approach is file conversion that sim-
ply externalizes the import/export
function into a utility. The last
approach is direct access without con-
version as perfformed by the R:Base file
server engine and Coromandel’s Inte-
gra database engine, [irect access with-
OUT CONVersIoan reguires writing an
access method that makes the toregn
files losk 1ike a native file structure.

The price for this level of transparency
is a possible performance hit and the
fact that relational DBMS access to data
can be subverted,

Darwin’s ideas about natural selec-
tion help explain the diversity in
nature. | think that it's natural for net-
work managers to have a selection in
defining their file and database server
resources on a network. Why should a
client-server product force you to
decide between a pure file server or
pure database when both can be
offered? You shouldn't have to.
Hybrids work well and offer tremen-
dous flexibility.

| recommend this approach for any
vendor developing so-called client-server
or file server products. An immediate
benefit to the vendor is the ability to be
a player in a larger market because more
customers could add their products to
their networks. Users get more diverse
and powerful systems to choose from.,
As in nature, the more cholces your net-
work has, the fitter it will be, And with
fitness comes survival. L

Much of this article is based on a chap-
ter from a forthcoming book by the
uuthor, An Advanced Guide 1o Client-
Server Applications,

References

D. McGoveran and ). White. *Clari-
fyving Client-5erver,” DBMS, Volume 3,
Number 12, Novembaer, 1990

C.J. White, “Using Distributed Data-
base: Application Tvpes,” nfol )8, Vol-
ume 4, Number 1, Spring 1989

{ I L






