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Integrating the AppleTalk Enterprise 
by Ron fvons 
T)'ing your ~-tacinto~h us~r11 in branch offices to 
the company WAN just got easier with 
Apple1 alk Phase 2. llut it's not a snap. The folks 
at KPMG Peat ~arwlck recently accomplished 
the task and have some insight on how you can 
get it done quickly and (almo'1) painlessly. 

Analyzing FDDI as a Backbone 
by Steven T. Oogfl, Corot G. Rosoire Ill. and HaNty /. Roth 
Your network backbone can be the busiest seg· 
ment on }'Our I.A~. Without adequate b•ndwldt h 
it can als<l be the bl&8est network l>ottlcneck. If 
you're thinlJng about solving the problem with 
an FDDI backbone, you should develop a testb<'() 
first, o r so s;1y our authors, who also explain how 
It should be done. 

The Origin of the Server Species 
by Dowd McCoveron 
f'He S('rv<'.rs and datilbase servers are not radicdlly 
different from each other, at least in evolution· 
a ry t c rrns. By keepi ng rha t in 1uin d, you ct1n 
lmplernent a more efficient client-server archl· 
tecture for yo ur 1_,\N. 

REVIEWS 

73 When c.an We Gel Together? 
by Steven R. Mog1dson 
Arranging a meeting with colleagues on a n et· 
work can ix, a< shnple as typing a few keystrokes. 
Our revie\·ver takes a critical look at three calen · 
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daring progr ams designed for 1.ANs. 41 

83 Find Your Messages in the :\failBag 
by Borbo10 R. Hume ond Kin1~1ly Moxwttl 

Mail messages stacking up? Losing track of who 
sent what to whom? liuntlng for that one vital 
n1cssage you know you retelved last 1nonlh? Per­
haps the late>t Network Speclali$t !>referred award· 
wmning product can help. 

(OV\A f'HOlO IYCAAlll DOW 32 
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.::;;i.·~ .- ~ .. •. . . - . ·-
::,'. ·:_. ' ~ harles Darwin theorized 
;;~·L\~ , . ' th~t diverse biologiq1l 
·:· · · specfes emerge after 

. eons of trial and error. 
The evolution of the server species h ap­
pened much more quickly. There are file ~ 
servers, database ser vers, FAX servers, :::. 
and others emerging from network ~ 
technology's primordial soup. But sim- 6. 

ilar to Darwin, I believe that we must look at all g 
network servers as a family if network managers ~ 
are to install and manage the most effective server ~ 
technology on their LANs. 
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I reject the commonly held view that 
Ille scn~rs are radically different fro m 
database servers. Sirnilar1y, 1oday's rnar­
keting parlance that rese~ the phrase 
"clienMcrver'" for d•tabasc ser,'<.'rS, or 
even resuicts its u(!e lo L\N lrnplcnlt'll· 
tations. Is in1precl4'e and confusing(~ 
>1deb.11, p.ige 68). Rather, it's important 
10 focus on rhe rumrnon fcamr~s of file 
<crvers and database server< and develop 
an evolutiOHdry vie\v of sc-rver~ in gen~ 
eral and database servers specificall). 

Historll·ally, servers emerged becau<e 
certain operating systenl function\, 
~uch ~ frle servi=. could IX' eflicicntly 
pl.iced on a sepa1.11c plat form. The flrsr 
d;Haba)C' \(•-rvt:r, for cxa111ple, evolvC<l 
front th~ ''"'J>le idC'J of an intelligent 
disk clri\C ,11 Rrittvn Le(' Corp. in 1979. 

flor h file an<l datab,l\C sen·crs 
belong to thC' overall g~nus. 1r ~·ou 
\.\'i ll. of client-server archttec1u1('. 
Ma ny ol rite underlying concepts .ire 

Type O Cloenl·se<VC< 

Type 3 Cl!ont·server 

the same, and the conccms they raise 
arc simi lar. Thus. the file server user 
can perct'.lvc a database server as a 
fun ctional e xtension of what he or 
she already knows, a natural evolu 
t ion in th e u sc of ~crvcrs. 

The classification of client-server 
architecllm: types h•s been dc,cribcd 
before (sc~ referencc1 nt the end of thi> 
artlcle). Nct\\'Ork manager~ need to 
understand the srrengths and wea~­
nes,es of these different type1 In order 
tu best deploy variou• <erver> through­
out their LAN>. 

The Family of LAN 
The first area of classification define> 
the degrt'<' ol intelligcncc a server has 
ovt..•r ~h.ired data. It llcrincs the procc· 
durcs a r<'<.;uc>t must follow. It ;, loosely 
sinular Lo .i biological genus and, 
arrordingly, contJin s •c1asses" that I 
duh as follow<: 

• Class t: file servers 
• C lass 2: darnbase servers 
• Cl:1ss 3: hybrid servers 

Any of the>C server classes might 
accept either low-level or high-level 
requests. Low-level requests, lllCh as 
opening an Ethernet socket in a net· 
"·ork fl le service, can con1pro1nisc one 
of the key benefits of client -~rver 
architC<tures. In particular, IO\\'·levet 
requc~I~ ilre not as likely to be network, 
operat Ing system. or hardware Inde­
pendent. If the client a11plication is not 
Isola ted from rite dc!rl ils of 1uch 
rt'<}UC>t< (for example, rhrough an lnde­
pendrnt API). portability along with 
both \ Crticat and honiontal scaling of 
the applica tion can be degraded. 

Our ""ay to i'Solate npplicaelons is 
through the use of remote prou'<lurc 
calls (R PCs). With a d:itabasc server, 
RPCs ca n take the form of stored pro-

.~.: .. ~, 

.. 
Type 4 Cticnt·S&rvor 
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cedures or databa>~ procedures. Th•se 
are µackagcs of SQ J. statement< sto red 
In the database In compiled form. They 
are invoked by name, accept parame­
ters, and return results. Stored proce­
dur.,,; arc the preferrro method of send­
ing reque,ts to a dawbase server. 

Classlfylng Client-Server 
App llcat lon Types 
Before discus!\ing each serv~r class. 
it's importan t to understand how a 
client-server architecture can n1ain· 
tam data coherence rega1dless of how 
ii is distributed on th e network. This 
scco 11 d area of classlficat10 11 I call 
server types. Server types dif(crcnti~ 

ate hO\\' server clas\eS can be used by 
difkr~n1 kinds of client-server based 
di,1Tibuted applications. 

'I here are many types of distributed 
applications. Flw scenarios arc no ted 
in Figure I. For >implicit)• and ease of 
identification, ~all them: 

• Type 0: local server 
• Type I: remote server 
• Type 2: multiple remote servers 
• Type .~: distributed transaction wrwr 
• Type 4: distribut ed databa>e serve. 

AJU1ough I "ill concentraieon servers 
at remote locations. it is important 10 
keep in n1ind that the server need not 
be physically remote for any client­
scrwr application . A type 0 cliem-servcr 
application is one In which the client 
prOCt'Ss and the server process re.Ide on 
the o;amc ph)'Sical computer. In this eon­
ngurotlon. the serve!' can still conserve 
resource.> through shared processing to 
multiple applications. C.Ommunica1ion 
is usually managed via a network, but 
shared memory can be used. If It Is, any 
cllcnt·>erver opli111lwtion must lrnve no 
effect on application logic; it should be 
one lorm or clicnt ·server communica­
tions 1ha1 can be >elected at the discre· 
1ion o f the syste m manager. Network 
co1nmunicatlons c.an be used1 but u'iu· 
ally at the cost of slightly degraded per­
formance due to the cost of communi­
cation' overhead between client and 
servt!r processes. 

To a type O client -server application. 
all lunclions of a con nection to a local 
data source are available. When mul­
tiple t.licnt~ or servers are run on a sin · 
glc hardwa re pla tform, mu lti ple 
p rocessors may be used 10 improve 
perfor mance. Nonetheless, l\•pe 0 
scrvco do not work with a distributed 
proce~sing arthitt'Ctur('. 
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A type I clien t-server application can 
accc« data dyna mically using remote 
request processing or remote transac­
tion processing. hence the server is a 
remote server. More often, processing 
In this ty pe of environment Is done by 
accessing subsets or the corporate data 
th.11 a1c theu stored on the cllent·SCJVer 
system. These subsets can be created 
by regular manual extract; The servc1 
can be either a single remote physical 
;erver o r a local I.AN serv•r. 

restricted to read-only access. The 
a1nount of dynamic access ls kept low 
because of the potential performance 
hit on the remote system. Oynamlc 
access is minimal, 100, because the cor­
porate data Is frequently not presented 
the wa}' a user \\'ants it. He or she may, 
!or example, want to sec summary 
lnlormation or consolidated data, 
rather tha n detailed . raw data. Th is 
summacy or consolidatlo11 would be 
created on the c lient by a manual 
extract from the sef\ er and then 
processed locally. The local data may 
become inconsistent if corporate appll · 

A person can use a type I application 
to access corporate data from a single 
remote server. but users arc normally 

, 
' .-

.. 
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When It comes to choosh1g ·· 
:a Network Analyzer, '· .. : 
this disk.ls all you need. . ... 

• 

LANWatch .. 
Network Analyzer 

One good lod< ..... d«no"""' 
wiH convlt1Ce lOO that v.NWa:ch 

" is the only ne1wor1< analyzer 
softwa1e you'll ever need. · 
indeed. you·u quickl'! see why 
PC Mi>S11rie desii1'3le<I ~ lhetr 

_;.:: Ednon O>oloe 

·~ ~ . ·view the Comprehensive screen 
·,: · cf"l>lays, conveniently colet·Coc!ed 
:". by ptotocol Zoom In on ind>wluil 
' - • packets for al in. infonnotoon I"'' 

;need to lo<Ole and cM&noS• 
t1an!.mlss'°" prob;e-n1 Uper1· 
men1 w11h the power fut fillets. 

Drnw Disk 

61Sbr( nel"-00 anyltme jOO t;i... 
ror a quick gtance or a det&•ted 
tOOI<. LAN\Vatc,h lully suppons 
Eth•rnet, Token Rong and StarLA.~ 
networU tlll'nitlg TCP/IP, llNS 
DECnet and VMS. '11>11 '*'even 
odd your °""protocol •ecov-­
tion ... the code's included. 

So. use lhlS publica1 Ion's bingo 
card lo ..00 lor yw lloe oemo 
cfol<ol tne only_,. anaty?er 
}w'll Ml n(!Od' L~leh. 

Circle 213 on Reader Service Card 
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cation) are simultaneou~ly 1naintain­
lng the data on the server. 

A type Z clic11t server appliratlon 
extend< type I (unctions by adding 
access to multiple remote locations 
through distribu ted tran<action pro· 
ces'iing; hrnce the server po1·tion has 
multiple server processes. The data 
accessed at any one location is u'ually 
Independent o f the data stored at 
anoth~.:r; for th ls rc..•a'\On, the client is the 
point •t which d1wlbulcd transacuons 
a1c proct"iscd and manai;e<I. l\ecauw the 
rcrnole I01.:a1ion.'l Jrc not connect« ! by 
a nct"ork link, neither location can act 
as a coordinator in a two-phase l'Ommit 
protocol. (A two·rhasc commit proto· 
col estahli<hes the ground rules for each 
cJ1\1ributt.·d 1ransattion. J-irst the coor­
dinC1tor. :in 1nc.Jepcndent ,oft\\'are 1nod· 
ule. ensures all pa1t1cipants ln tht: trans· •ct ion arc read) lo com mil o r roll ba<I., 
then it tells 1hc111 to perfonn one or the 
other.I For this reason, type Z process­
ing onlv allow' a client transaction 10 
update d•ta al one remo rc location . 
t:.ven though l:I 1ransaction can update 
data onl) at a single location. it is srill 
possible ror deadlocks to occur. and for 
thJs re.i\On distrihutcd conn11(cncy con­
trols, such as me locking, arc required. 
As before, dara distribution would nor­
mally be handled by manual extract; or 
data front rc1note- servers. 

A typ• 3 client·server applicallon 
adds a two.pha>e commit prorocol 
bet\'\'C<'ll locat ions and, 1 hcreforc, lets 
client transactlom update data stored 
at mult iple remore locations. These 
ex tcnsiom per1111l data stored at o ne 
rcmore location IO be related to data 
sto red at another location, thus pro­
viding the fi rst elements o r a distrlb· 
ured datnbase capability. The server is 
a disrrlbuted transaction server. Unlike 
type 2. the server Is the point at which 
distributed transaclions arc processed, 
although distributed transactions must 
srill be managed or coord inated al the 
client. Companies arc moving roward 
this type or client-server application. 
As this uansillon takes place, data dis· 
tnbution by manual cxtracrs w!ll be 
replaced by auto mate<l s napshot$ or 
the data 

As wir h type I and type 2, a type 3 
dient·SCf\'et application can be used 
hr end u\er'i ro J<.cess rl·1note corpo­
rate dara This type o f archilecture Is 
al'io idr.111~· suit (•d for engineering and 
--;cl('nt iflr applications that nt'rd to 
Jttl'\S ..lnd mainl:tin di\lributed data. 
rhc funr ti on.il and pt.•r(or rnancr 
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requirement< o r this rype or applica· 
lion are nor normally a s stringent as 
those ror corporate orpllcations. 

Type 4 cllenl·server appllcations 
Involve a server thar is a true dlstrib· 
uted databa1e application; hence a me 
scrvt•r will not suffice and so the server 
is a d1stribulcd dalabase managemenr 
system (DBMS) server. h permits dis· 
trlbuted req uest µro ccssing In which 
the server both processes and manages 
dls,tributed transactions. Here, the 
DBMS server 0Hcr1 both data frag 
mcn tation and replica tion. allowing 
fasrer acccs• for read processing. Sig· 

One of the k ey 

strengths o f clie nt-

serve r architec ture 

is t he ability 

to u se workst ation 

end- u ser and 

development t ools. 

niflcant data modificallon operations 
can lower performance. Dlstnburcd 
database architecture requirements for 
this type of application are extended 
to Include location transparency. global 
oplimlzation, distributed inregrlty con· 
lrol, and distributed administration. 

Strengths and Weaknesses 
As with most technologies, there arc 
strengths and weaknesses to using any 
dient·server architecture, regardless or 
whether the data server is a file server 
or a databa>e server. 

The key srrengths are: 

• the saving< in host processing power 
• Independent scalablllty or client and 

server plaHorms (Including the abil· 
lty to combine client and server 
software on one plarform) 

• code modularhy through shared ser· 
'1ces (a server provides access to code 
that can be shared by multiple appll· 
catloru) 

• the ability to use workstation end· 
user and development tools 

Wirh the mo\'e toward more sophis· 
ticated and user-friendly worksration 
tools, the last o f the rour points wlll 
become the dominanr reason for using 
a cllrn t-scrv(;lr archuct·t lH<'. 

'-- . - .. ---··- --

Improper!)' used. the client-sef\•er 
architecture can cause some dlHlcul· 
ties. These potential \\•caknesst:~ :ire: 

• performance overhead 
• complex information systems man. 

agernenl 

Distributed or remote processing or 
any kl11d cosr< more In terms of per­
formance than local prOCe5Sing. Net­
work cosr~ cannot be Ignored. Even 
though a relational DBMS reduces the 
amou111 of requests and data that must 
be senr over the networ~, the speed or 
the rwrwork pla)'S a malor role in the 
transaction respon'ie tirrlC\ seen by the 
'"orkstation us.er. ~ctwork protocol 
sofhv;,re mu"il h:tndlt> the information 
at either end of the cornmunicatlons 
link. and use of a network Oi*ratlng 
system is nor unusual. Network oper­
ating systerm use borh host and client 
computer proCC).)ing po-.ver. 

On the host side, rhe processing 
power required by the net work opcr;it. 
Ing s~·srcm (for example. VTAM In an 
IBM em1ronment) may or may not be 
offset l.ly rhe processing power sa\'c'(I by 
offloading the application processing to 
a client workstation. 1r net,.,·orJ... pro­
cessing costs on the workstation are 100 
great, pcrforrn1111cc Is degrJdcd for appll· 
cation processing. On the other hand, 
presenration loglc for advanced graph· 
!cal user interfaces (GUls) can easily con. 
sun1e mainfranlc resources if ,.,,orksta­
tions a re nor used. Clearly, network 
processing costs are significant in deter. 
rnining the perronnance of client-server 
applications. In evalualing the poten· 
tial ncrwork load, the number of rrans­
actlon.s per second and the volunie of 
returned data musr be taken Into 
account. along with whether or not 
RPCs can be used. 

Th e key to good performance Is to 
improve the eHiciency of the server 
rcquesr handling and lo minimize the 
amount or dara sent across the net. 
work. Se rver request h andling effi. 
ciency ca n be Im proved by sending 
rewer requests or a higher level, and 
by run Ing rhe server. The amoun t of 
result data senr across the nerwork 
might be reduced in either direction 
by arranging for the server to send 
onl)' dara needed b)' an application 
o r sending update data to the server 
onlr where necessary. 

1r m.1uests to the scrvrr return more 
than one record, a block or result dara 
can be sent to the· cli~nt ""·ork~tation. 
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stored In a buffer. and proc~sed with· 
ou t fmther network in teractio n. Th is 
technique is referred to as blocki11g. A 
problem arises, however. If the client 
application wants to update the 
retrieved data. If the server ha• not 
locked the set of result row>, data 
Integrity is jCO(>ardlzed because other 
appllcations could have upda ted th e 
data since It was retrieved. Possible 
techniques for solvlng this problem 
lncluc1e the fo llowing: 

• to use blocking and to i<x-k the com­
plete request result on the server 
until the cllcnt llsues a commit 

• to use blocking and to lock each row 
on both the client and the server as 
it is fetched by the client ;ippll<·ation 

• not to use blocking, •nd Instead to 
send the do ta ar1 oss che ntt\.vOrk to 
the client, one ro"· at a tirne. lock· 
ing each row as It is fetched by the 
client application 

• to use an optimtsti< concurrency 
control mechanism that checks for 
update colhsiom at commit time 

Key issue' arc then: 

• net""'ork overhead 
• server requ~t handling efficiency 
• n1inln1izing the nu1nbcr of requests 
• minintizing the an1ount of data sent 

over the network 

Management Issues 
Although DBMSes u<ing client-server 
architectures have been on the rnarke1 
for some t ime. mo>t DBMS processing 
Is still done using host-based applica­
tions. The data that 1 hesc applications 
access Is ;tored in central d;1tabases. The 
use or mini- and malnfrarne computers 
for th is centralized applic;it ion proce>s· 
Ing h becoming Increasingly more 
expensive, especially when com pared 
with the price/performance of micro­
computer systems. For this reason, 
o rnoadlng minicomputers anll main ­
frames to cheaper microcomputers or 
workstat ions, called doh•nsizing. is of 
Increasing interest. F.nd-usu computing. 
application> development, ancl corpo· 
rate processing are all candidates for 
downsizing. fvcn if these types or pr~ 
ce-ssiug are rnovcc.t to a \\'Ork.\tatiori, users 
Still n.W to access host data . A rllent­
servcr ar<hitC'C'ture ·~one \'\•ay to rcsolvt:t 
the issue of how applications and tools 
can get easy access to this dota. In a ccn­
trnlize<.I development and operational 
t•n\'ironment. all your program~. data, 
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and data definitions arc stored in one 
place. When you d istribute appllcation 
development, application procesSing, o r 
data, the simplicity afforclccl by such cen­
tralized storage and control is lost. 

for example, new problems Include: 

• management of multiple program 
li brari es 

• management or multiple data defi· 
nit Ions 

• server monitoring and performance 
tuning 

• b•ckup and recovery of distributed 
data 

• ncti,.,·ork rnanaRemcn l 

1 hc>e p1oblen11 have an impact on 
personnel and operations as well. Sul· 
lice It to >ay thJt the>c areas must be 
considered \vheu lrnpl<:rnenting clicnt­
server appllcations. 

Pros and Cons o f Fite Serven 
Whether a fole scf\•er is d istinct from a 
database server architet'fUre i> not reJliy 
relnant, but you can waste • lot or 
time listen Ing to the debate on the sub­
ject. I approach 1 he issue with the fol­
lowing question: "What is the pe1· 
ceiv<'(J benefit of a file server applicatiOn 
that I< not a perceived benefit of a data­
bas~ servt!r applicatiou''' 

The answer consists of four pans: 

• out·Of· the-box network support 
using network file >ervices 

• )O\\'Cr-cost ''server" hardwacc required 
to go from single-user to mult1u\er 
shared fi le sy>tcms 

• access to dBJ\SI.. P-•radox. and other 
popu lar data file> 

• simplicity and famillaritr of appll· 
cations design and development 

These issue. are not specific to client· 
server technoloi,'Y· They have to do only 
with Hie ,erver methods vs. database 
server methods, and then only at the 
le,·d of t I le access methods and access 
control (>uch as lock management/. 

Figure 2a shows a sing le-user Il le 
ser\'er applicauon. It is divided into 
two parts. the file client o r applicat ion 
pien• (FC) and the file server portion 
(FS/. fhe Ille client consists or applica­
tion -specific code and a file sen·er 
enguu.~ \inlilar to database 1nanagl· 
mcnt code. These• may be cleanly l•y· 
ered in the code or may be tight I)' mte­
gratcd or coupled. 

In a file chenl/flle server product. the 
file'><'•"•' portoon can be mo"cd ofl to 

Fiie ellent 
with 
data 

management 

Fiie server 

-· -· -- ·--- · 

another machine wlth a network In ter­
vening, as shown in Figure 2b. In this 
configuration, there is no change to 
lhe software as long as shared file access 
(or network file services) has been used 
from th e beginning. For example, In a 
DOS environment, DOS file-accns calls 
are then transparc111 whether the file 
is local or remote. file locking is han­
dled by locking th e entire hie o r by 
lock ing byte ranges. There is no dif· 
ferentlation between read locks vs. 
write Jocks at this level, so file server 
engines may implement a kind or sem­
aphore system that lets them manage 
byte-range locks m ore intelligently. 

When multiple users access shared 
fi lcs, each file server engine is replicated 
on the FC (see Figure 3). II dctectscon­
ten t ion at the f1Jc-lock level and 
responds by wait ing until the resource 
is lree. There can be no scheduling of 
n1ulti p le users, n1in lmaJ concurrency 
control, no cache management, and no 
lock manager in the DBMS >Cnsc 
because there Is no single engine to 
'"''h1ch all the 1('quire<1 infounataon is 
a,•ai lable. Unles• each data file is locked 
for exclusive use and some client -side 
indexing tec hnique Is used, all da ta 
must be moved across the network 
bclore relational, filteri ng. >Ort. or merge 
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Ffgure,;3. FJ,le se'...Ver ,engine (for d~ta"'.°ina~a°gement) repllcat~d on fire clleQ_t5.' 
~ .. ".".,,,.! - • - .. ·1'i•'-• ' • ..t· - • ;:;. '"':-

-: ...... ~-- .Jo .. ~~:_ J .~ ~·~if.~ r tt .or -...gi- /I.:_~~~~ 

File client ...... • File client ~ File cllont """: 
with ' - ., with t wilh ""'· 
data data : ·1 data 

.i managemont management managemont .. 
-~ • 

·-
Fite server 
Net locks 

. . 

OJJcratlons can he Jpplied. T hi< situa­
tion forces heavy network traftlc. 

File servers have mirumal intelligence 
regarding request optimization. con­
currency and lock managenten1, and 
the scheduling of req uest>. Typica lly, 
each of these tt'<•lts. especially tcquest 

,Figure"~. Oient/d!'~base on a · 
' slngle·machine. :C·m::~·- , . 
! · "'''I o..';,l.'1/:·~}-{·! _.,., ~¢1,."J:i,. ·"""·1 r :·· 
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t lock miineger 
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opthnization, h handled as a resull of 
the cleverness of the file cli~ni In antic· 
ipatlng the best way to process the 
data. In addition, proper 01ganiiation 
of data in files and possibly even the 
storing of rcdundnnt data fi les can help 
minimize the amoun t of data an appli­
catlon must p:iss o,·er the netwotk. In 
the first case, only the data neroed b)' 
a 1>at1 icular appllcatlon rcque<t is stored 
in 11 single con tlj,'ltous block. regardles< 
of the exi:>tencc of any related data. In 
tM second case. redundant storage ol 
data used by more than one user may 
help with concurrency problems. 

Of course, th ese techniq ues ma y 
introduce integrity and synchroniza­
tion problems that must be overcome 
by more careful application design and 
by add itiona l processing. As to the 
scheduling of requests by a rue server, 
Utls 1s usual!) handled in a simple FIFO 
mannea based on the ability of the file 
client to \'\'Jit for Jocked resources. 

- - . ,...__ ... .. . -- .... --.. 

The Pluses a nd Minuses 
of Database Servers 
In the single-user environment, the 
cllent/d•tabase server looks similar to 
the single-user file server solution (Fig· 
urc 4a). t-IO\\'Cvcr, the inlcrnal division 
between database client and database 
server JJlaccs data management func­
uons with the serwr code rather than 
with applica t lon code. The dat;ibase 
client consists solely of application-sp~· 
cific code. Nov; th(' server can have ., 
lock manager, multiuser cache man· 
agemen t, and schedullng. With the 
database englnC' on a separate n1achinc, 
the conflgurallon looks like figure 4b . 
Now networl traffic can be reduced. 
In a multiu~er configuration, such as 
that depicted m figure S, redundant 
dat;i n1a11agcmcn l englnl' code can be 
eliminated. Keep in mind that there 
are no particular architectural limita­
llons on the number or sen·ers that a 
clien t can .lrccss. ei ther with a data· 
hasc server 0 1 \\!ith a file server. 

Database servers offer \Omc unique 
oppottunitles for improving request 
handling. For example, chem applica­
tions that c..ornm unicatt.> \Yith a rerno1e 
relatlonal database server often use a 
database language such as SQL. The 
database s.:rver, altet ptoccssing a SQI. 
cllen t request, sends back to the client 
only the daw that satisfies the request. 
·rhis is n1uch 1nore c(£1clcnt in tcrru111 
ol network lo.1d than• file SCf\ler archl· 
tccture, where the complete file is often 
sent from the server to the client. 

11ie set-level processing aspect of SQL, 
aho aids performance. A client applica· 
lion can, wllh a single SQL statement, 
rctriew or modify a set ol datal»se server 
records, rather than having to issue sep-

• ~ -" <": . . . ,~ ,., 
·: --..' .. ' .. •. · . 

-.... 

'· 
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ar1t1e S<'(lltentittl requests for each desired 
record of each of the base tables. as in 
older da1abase systems. Oicnt-seivcr SQL 
sl.1ten1cnts h'Ork rnost cffi<.:IC'ntly \\fhl'n 
doing data modification \ince data 
n.:,ults need not he sent over the net­
"""·ork... I lo\\•e,·cr, becau>e SQL can ("rcate 
a r~ult> table that coonbincs, filters, and 
transfonns data frorn base 1ahlc.s, con­
~1derablr savings 111 data comn1unica­
t1on arc effected even for d:11a retrieval. 
Only the spedfic rows and tolumns of 
data nccdt:d by the applica1inn need to 
be S('nt over thr ne1"·ork. 

With son ic DllMSes. 1hc number of 
SQL statements being sent across th.e 
network by c lienl applications can be 
reduced b)' ~toring a named group o f 
related SQI state111cn1; and •>SOciatcd 
prograrn logic in the dat.1hasc server a<s: 
a stored procedure or stored program. 
The stored proccdul'c can thc11 be exe­
cuted b)' a >Ingle rl'que->t from the cbent 
appllration '"ith the added ddvant•1se 
th;i1 lhe stored procedures can l>e 
shared by multiple ctien l applications. 
The problem here is that th ere is no 
agr<'<.'d standard for defining or invok· 

- -- ·--- . - -- ----
Ing stored procedures (the ANSI SQL 
contrnitt('(' is considrring ~uch a st.in­
dard). Fu1 lhcrmore, not all OBMSes sup­
port stored proccdu~ and those that 
do vary in the permit l ed capabilities. 
For example, neither Rdb/VMS nor l>ll2 
support them at the prcscn1 time while 
Sybase and l11g rcs (and more recer11ly, 
lnformh and Oracle) do. 

bvcn 1hough SQL and slOrt'(i proce­
dur~ help reduce ne!Work traffic com­
pared \\1ith uon-rclalional access 
(which re trieves entire re-cords front 
each file o r table). tlw rows o f a re>ults 

----~-- ·----·----tt.~-::t;11:-r.~if~?«~r u'ik'G'iilittf!'i.'G . . 

L
ike many o;,er data processing ~<ch· lell.s It ;~!Jo;;: The use of the ter,,; ~~rver ... that-;;~u~;~o~s a~d·da~b:,i., pr~lng 
nologles. client-:ierver computing is In this artlclt should no< be confused with net<! r10( be altertd. In J»rtirul:u, note that 
Hutted with confusing terms, $t.JCh a ·pf«e o( hardw~re. a special-purpose th~ client and the server need not be on 

a. distributed processing, distrlbuMl data- proccs~r <k\diatcd to running servei >Oft· . physlcaUy distinct pmcesson or n<><ks. lf. 
base, '!'d cooptrative proce..s.stng. The w~1t. There .a.re many kinds of server!{ .. ~he ~.~lgner inltlally locat~s a rli~nt on .. 
usual compar15on between Ole ~wrver anct , fn~)uding IK1:\VOrk, rue, terminal. and ctam::·:;iJ1e saint physlc.il machlne u Its setvtr 

'. 'cl!Srii;striet fs Jii)t pro~~- Cllent·se"'=r b.ise setyen. A datlbase "'1Verh ""!"'Osl·.~nd uses slwed mtniory lorcommunln· 
ts an ,1rchitecture. Any system that sepa· ble lor processing database requcSts. - tlons and then latei places the two elc­
ra'if.s lt()plicatlon:s-pecilic codC t101n set· "'·.~ OJcot .;_ Pr~rsses that rt-quest services men ts on geographically stpa1.ited 
vice code has a cUent·server :ircblt~e. from a server are calltd tht dients of the machines and conn~~ them through a . 
(Vw.hen I use the renn client·SC1Vcr, I Q1ean S<:rvtr. Thl!re i.s no such thing a5 a client ·. sate:flite, lilt ruchllecture 5houJJ accept the · 
the archltocture, not a parth;,'UJar proch,1ct without a servtf. A prOCt'SS can only be change t1anspue.nUy. 
or ,.,... . .,technology.) . ' · . called a d1on1 ll tt Is a client of >0me server • Al< OJmt/Rle Server - fllc dient/file 

In 1f~ most conl.monJy:lt'cognJ1J:d f0r11• :1;;..... it, ls not a clle111 by virtue of Its own· ~SC1\·er is a class of c.llent•str\'et in which the. 
o( cUent·St?rvtr, 'the' servei l.i a relational st:rUctuci"One characteristic tha t dlstin- SttVeI manages fUel. Typk>Dy, lhe rue dk..-nt 
d.itabiJe mglne (i d.'IUI~ s.rver); appll- guishes a client from its server Is that the , m•ke•'requests to 1he rue server to open · 
cations ri:!tidingorl-ScpaiJ~ hrtcdw~re.and client may initiate a co1nmunlcations ·.andclo$t ntes, to rtadand Wiite ttCOtdsof 
corlnrcttd to the i~r via a LAN nia~ ,tlansaction (as dlsllna frorn a tlatabase :. $ome file. •O<I t<;> request a lock on a file or' 
rtqu~t! to the '".(l(•rd:t!eJ?:l~Jlrl~of • ttaf\SOt"Jlgn) with the.ser'vcI !>Utthe s.eivcr ;/hldrtloru of a.me: :rhC_A1r:,'j({ve( mal!"~ ... · 
thisjiJrti@a't_ t)~'c\,t_'f11~1~{!~~·t~~,f;~?vt.f:lnitfates a ('()nll))Unkatlons_ trans-. ,';;~he.'!'!~~ ~.!'~1\#ntt·· 
Rguratlon)>l\en loads Off._l •P..~ ~nertro:r~~l)-.'!llh thf clfent. (This ~Q(-s not prt·,' tlons-~!ft multiple Clier:its • ..;, .,,.,.~'!!~·' ,: 
servcr.tct.~ea1:_1 ~1i~tkif'~~'?!.P'og.~,c!:,,.\lot.~'1 .$l~de :_event notlflcatlon"' ~herein the ~ Da~buse ClleJ!l /Dalabase :SCrver 
turiat<ly;~thJs. toitf,d~e~ tht.~t~lt"(IJ~al ' ·~ry_tr !'°'c'-"':' lnttr<sted cl!eoU of ~me "-~™"l~dient/da!"~"""".b.api1$f 
dlffmn~.,b<tween,.'<llent:l~~r;#jd ·seive(;d~tet-1,•ble_ev~ntJ I! ls the task o1,,:of.chebf·servtrln,1¥hich the ser\'tr manages'." 
nQn-clt~11t-scrver with those bctWetrl (Ufa. the cll~nt ' to. lnlU•te communlcationJ, ·::a database; the·ser.-cr Isa p;utirulor form of 
base:climf-sen"tr an<! non-<la~~ (!!~:, . rtfqutfl specif'\' scr:vh:ts,_~kl)9~1~~~ >:<t:,,-,X>BMS,.ti\iit can.in•.nai:e.~sloru "11h_mu\:­
~r. 'J1'fc~~can.~.j>flle ~...,.~ ~~-;t,M~oor;npleUo,n l1!'d.~cat1011~an~ a_tc<pl ·:'_tlyle df m'J$. ~pfcally, the ~tab.\.iecllenl 
Uy a.s It"'!' be •daf.16.'isl\'ser:v~~ ~:~,}.:;_~~ltsJ!."m tu serv<t' .• 1'tthough tll•_<Utnr ~ilf~Uli.og tlroatll"l_ 
• Let's esta!>)Js!l-~mc d<!!!n,t1l9rti;;;..;;J.;1~ ~l~':'"'t eUher 'Y".~~"1?~~.c;>~.~tY~~~;~taba~ le'J8f~•g~I s~q.~~! Sf!:-:•:t:•tffi!f,'. 
.. Server~ It is. u~ to g.,i:_ '£5':£1 tQ. '!f~~';i:'!JR>nifusli;otiflcatlon 9/,~~r'ilce com. pl~= Ji· ,_M~l'.~~~'.ti.fy<!d 
age_sYJ•cl•rJ>?Yut]fn,of~l~~com1• ~.1rt~.n~~g~sl"ciuony.>11~~~~1~~i~:'a$~"!,SJalla'/1"-.!1\">I 
·~ed' ·~I~?><."'~-~ rtques~ ~~ ~eitJe.gt.~'.,r;,,[1·lC1rlJf!;S. ·~!'chl. d £0~~~',\'!i.~~fa,~~ In ··~· r~~J\'iti~Frt.~1~,g_.,o!_ ~lb 
at . A serveu1 dlsal$•ed here tsalo ,. . .., ;.Cl!en ·$ervt'rtr tttture, manyu enbcan . uitrlt...,ver;;:;;-l"l .~:arth~ .. .,,. .mns 
pr~ t!\"t~<OYl<ks semces to~$!,& ~;~h~re" ~Ingle ..-rver: 1n:1~1s .•~Id~:- th_< }"sikb .S pe_c_(-;_o-~r, Oj,p1.i<:ailoii-k17;(~plli 
proc:ess<.-s. /(server can be compllcalro!n' . !•rm cllent should not be conlusM with ' .cation, an<l ~ffvc pr~ all ttltr 
IU. lmplementoUon; however,' thll Com· . -!Ja!dware;suclus pr«<SSO<S COOO(-cted to . ·to Systems In ~'!llc:h theappllallon l_i!pllt' 
pl•><ity ·~ bldd<n from_ olltor. ~tts. of .'!i~, l_?anfware strVers. ·. . . . ,. • . _ .• :: Into two oc ~ie paru; ntt_thei: orwiilm ~­
appUcitlon. lhc loglcal process can be aim. ~;;: .Clltnt-Suvtr Commuoicat.lo.os "'- : sulctly a KM!t or • dltnt ·uapt In s.\tls­
p<>S<d o! a ._!inglt phy>tcil proc.~s,'or of __ Co!"~~!!lnttoru bttwttn xlltnt and _:iylng • sj><ClflC rtqtiest. Yau shou~d b~ 
numerou! cooimunicatlng and perhaps dir ",' ~~.~yti,.1_n · a partlcula! Jnstallatlon can · aware or thlsd1flerence, but explalnlhg'tlu: 
tribuu:d protesses. In fa(t, a ~rver niay tn~lve a variety of mt<h3nbms: LAN, ·dc:tJUs~rtbeyood thescopeofthhi.J'tlcle. 
dtpend on oth<f ,.,...<tS oi whkh it n.'quests ,. ~AN. or operating system tosk-.to-task Tht. cl!tnt·servor dellnllk>ru given above 
services. Ideally, the: server hos responslbll· communlcallons mvl<'6 lhrough such lot us analy1.0 a given irutallatloo and prod­
lry for managing au tht rrqu~ts it rtcei'-n methods as mailboxes or )harE'd mtmory oct and distinguish 1U cfltnt·'iCf"Yt'r arc hi· 
lron1 other processes, incJudlng request · Ho~·cvc-r, a<. lienl ·)Cf''er archhe<.·ture J5 l't'('lur3J tc.:iture:s fron1 its IX'eT·tO-p('('r axhl· 
quc:ue manage1nent,, buffet ntan.agcmcnt, independent of these methods and tht t,c:tural ftatu.tts. Nonctheltts. n1i.Xtd 
uecutlon of the setVlce, rtsults managl'· physical connection betWt'en them. A _. archltt<:tures makt the lobol di>CUs.sing • · 
ment, and notJfieation of scrvke comple· client~server archltrcture supports tratrs· product'sardtltcauraJ ftaturesdilficuJt and 
lion. ln general, it do<'> not send rnulu to parmt recon{igruatlon "'nm rrplacnnmt o( conh.uing If "" att ttStrk'I~ to this >Im­
t ht rtquester until tht requt')ting process ,,,, <hn1t-sm'tT eotf,,nun;rnrfons lt1trrfi1rr ~ pie undentandtng and voc.abuJ1ry. 
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figure 6a, b, and c.. The three~part choice for an architecture in a hybrid dient·server environment. 

t;:1blr )ril l h,1ve to ht• ~<'Ill over the net· 
\\'OrJ... fron1 lht..• cli<•n• tu the ~en·er. '.\·1o~t 
rcla1ion.ll :ipplirat io 11 \ use a cursor to 
tr t<.h d.itil. ont' row iH a tirne, across 
th ~ nc1 \vork. 'l'h i~ constan t fetching 
invoh .. ·s <.Oll\ld1,_•r11blc- co1n1nunications 
ov1,,.•rhc.1d . 1'hnt overhead can be sig· 
nil leant I)' rt·duC<'tl if hlocking 1s used, 
but tll~ a'soc:ia1ed S)'nchronization 
prohlem (Or llj>Clates lllU\I be SOl\'eO. 

lmplementlng the Hybrids 
The <lass 3 cllent-:l<'rver architecture is 
the h) bnd group It doesn't matter 
whcthrr the configuration is built on 
lilt' 01 d.11ah.i<e se1wrs. You implement 
one, th<' Other. nr both depending on 
your nc~d to ShJrc code and data on 
the 1u.•t\\1ori.... \Vhat is needed for a 
hybrid cllcnHc rver is a three-part 
;.irchil C\. tllr(• as shown in Figure 6a: 
nppl1<.·:1t lon·COd t.."-Olll}' <:lien t, database· 
u1~11l~l~l·1ncnt-o nl)' server. and a file 
server lnr Ille arrc<<. 

Notice.' th•ll thi i; ;irch it~cture ca n 
hav<.• -..·lthc·r a rill• S('f\'Cr o r a da tabase 
'°"'••r co11ll~ur;11lon (figures 6b and 
6<1 In addition. II ha\ a conliguration 
thJt is both. 

rhl' f\,'llllirt.•J11('1)l~ 101 arnplrrnenting 
tht.· h\ hrul arthll('"Clure are fairl)· 
'1r;11>:ht1or\'""c.I. In particular. it 
u.,1u1u.·' 1h.11 1h,· lll"··.tlcess 1outines .1rc 
1n '''PJ1.1h· 111tKluh:\ .ind that no other 
moduk <kr(·11<I< c-xrlld tly on file loca. 
tlon,, \1.·lontl. 11 rtt1uirc.·s thdt the 10...-k 
1n.1n,1g1..·r I\ 'i 111il.ulv i\oJatcd 'ind 1hat 
n• > ut I h 'J 1111 ,dul1..· d1..'J ... ·ods C'X pl icitly on 
tlirl· ~ I ,Ill\''' ' o plt)'ic;1l lo<·k\. <~ i vt•n 
th1,.·,1,.• 1,.011 .. 11.1111 1,, ii '' 1.·a<1y 10 rnotJify 
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1he DOS lll~·acce<< calls to support n<.'t· 
\vork files. Similarly, the Jock 1na11ager's 
critical data ~trt-H.: lor{''I can be separa te 
fron1 the n('l\.\'OJ k file server. This l ~1st 
rcquln! 111c11t should b<· a con figuration 
option. sine~ 1hcrc.• is an associated per· 
forrnnncc penalty (fi lQ server users do 
not seem to ohjcct to these added per· 
lorm.111ce co<ts); IL should onl~· be used 
in a configuration that requires multi­
user remote file access. 

Hybrids orfer a natural migration path 
ror users. starting with the single-user. 
s!nglc-mad1lnc configuration, then mov­
mg to a multmser fole server. and then 
to a multiuser database client-serwr. The 
middle >tep could be skipped ii a file 
server is no1 a desirable option for a par­
ticular lnsrnllatlon. At no time do appli­
ca tions have to be rewritten; only the 
in$t.1l1;11 Ion p;1rnmcters need be changed. 
Access to network files is available (>u t 

o( the box. The C(»1 in going from sin­
gle user to mu ltiuscr can be the s;1me as 
the tr•dillonal Ille server path. 

Fina lly, It is also possible to add 
access to d8ASE or 01hcr file. in o ne or 
threc wap. rhc easiest approach is 
import and c•port. a capability that is 
olten prov1dtd by DBM~ Tl1e second 
approach Is Ille conversion that sim­
plv e\tNnall1c< the import/export 
funtlion into J utility. The last 
approt•t"h I\ dlrl'C:l accC'SS '''ilhout con· 
\'crsion •" pe1lo11ncd by the R:lla;c file 
~l'T\."'' t.'llHill l' 11nd Coronlandrl's Iott:· 
~r~ <t11.1h."t.' l'll~1nl'. l) irl't. ... t acct-.~ \'l.1ith· 
o u t c.:0 11Vl'r\l on rt·11u ir<·'I \\'T iling an 
3l'(..l'\\ llh..'thOd th.11 ll l ~l l..t•'\ lhl' fOJ('l~ll 

fi lt.•\ lnPl.. Il l..<.·,, n.1th'l' hl1,.· \tr uctur«. 

The price ror 1hls level of tramparency 
is a possible pcrfor111,111ce hit •nd the 
lad that rdat lonal llll~IS access to data 
can be subverted. 

Da1\vl 11 's Idea' ahou1 natura l selec. 
lion hcl JJ exp la in the d iversity in 
nature. I thl11~ that It's notural for net· 
\\'Ork rr1Jnagcr' to have.' a select ion in 
delining their Ille and datauase o;erver 
resources on a network. Why should a 
client-server product lorce you to 
decide ~tween a pu1e file server or 
pure database when both can ~ 
oHered? You shouldn't have to. 
Hybrids work well and orrer tremen­
dous ncxlbility. 

I recommend thh approach lor any 
vendor developing so-called client-server 
or fi le serve1 products. An immediate 
bencAt to the vendo r Is the oblli1y to be 
a player in a larger n1arkct because rnore 
custo mers could ndd their products 10 
their netwo rk, . Users get more d iverse 
and po werful systClll> to choose from. 
As in nature, the morr choices your net· 
work has, the filler It will be. And with 
lilnelis comes survival . • 

M11rl1 of t/111 urrirlr i1 '"''"' 011 " rlrnp­
ltr {rotu " /ortluou1ius l1<H1k h}' the 
r111ll1r:x, An Advann'<I Guide to Client· 
5<',. . .., Apf>hcatlon,. 
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